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Abstract 

Video conferencing has become an essential part of everyday life 

for many people. However, traditional 2D video calls leave much 

to be desired. Eye-contact, multiple viewpoints, and 3D spatial 

awareness all make video conferencing much more immersive. 

We present TeleWindow: a frame with mountable volumetric 

cameras that attaches to a display for immersive 3D video confer-

encing. The full system consists of a 3D display and a frame with 

up to four volumetric cameras. Our system was flexible conceptu-

ally as well as physically. We intended our research to be “unfet-

tered” rather than focus and directed, e.g., for anything directly 

entrepreneurial and commercial: “art as unsupervised research” 

[1].  In contrast to similar work, our focus was on making an ac-

cessible system for exploring immersive teleconferencing so cost 

of materials and required technical knowledge is kept to a mini-

mum. We present a technical baseline for immersive, easily repli-

cable 3D teleconferencing.  
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Introduction 

If the COVID-19 pandemic has shown us anything, it’s the 

need for effective video communication tools in the 

contemporary world. Remote telepresence systems provide 

benefits across many use cases, from education to 

healthcare to everyday conversation. However, traditional 

video conferencing still has many barriers to an immersive 

experience, including a lack of eye contact, a static view-

point, and no three-dimensional spatial awareness. Aside 

from the highest-end solutions, current commercial sys-

tems are sufficient for communication, but fail to provide 

the immersive experience of a face-to-face conversation. 

Accurate 3D spatial representation may be necessary in in-

dustry and healthcare use-cases, and immersive communi-

cation makes a huge difference in educational and every-

day instances.  

 Much work has already been done implementing soft-

ware and hardware methods for real-time 3D teleconfer-

encing. However, most of these systems require significant 

resources, technical experience, and equipment to function. 

To achieve widespread immersive teleconferencing, these 

systems must be accessible to individuals and organiza-

tions without access to cutting edge expensive technology.  

While existing hardware and software for 3D remains 

prohibitively complex or expensive, much will rapidly be-

come more accessible as computing systems continue to 

develop. Volumetric capture cameras and workflows are 

also becoming increasingly more ubiquitous as they can be 

found on a multitude of mid and high-end mobile devices. 
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As such, we focus on creating an easily replicable physical 

system to demonstrate the feasibility of widely available 

immersive video communication. We present a modular 

system built with commodity depth cameras that can be 

replicated and installed by an end-user on a home system. 

Our work establishes a baseline for easily replicable 3D 

teleconferencing implementations.  
 

Motivation and Related Work 

  
Thomas Sheridan identified three main operational compo-

nents of virtual “presence:” accurate sensory information, 

the viewer’s ability to change their viewpoint, and their 

ability to manipulate objects remotely [2]. Since we focus 

on video communication, we do not consider remote ma-

nipulation a crucial function of our system and instead fo-

cus on the first two requirements identified by Sheridan. 

To tackle these problems, we require accurate, real-time 

capture and display of three-dimensional data with a dy-

namically updating rendering perspective. 

  Many systems have since been developed that meet 

some or all of these requirements for virtual telepresence, 

as described in “Immersive 3D Telepresence” [3]. An early 

effort from UNC reconstructed a 3D view using a “sea” of 

two-dimensional cameras [4]. Carnegie Mellon used a 

dome of 51 cameras to reconstruct a three-dimensional 

screen [5]. Schreer et.al. presented a system concept for a 

real-time 3D teleconferencing system [6]. Finally, blue-c 

was perhaps the first actual implementation that repre-

sented real telepresence; it reconstructed two 3D scenes 

and shared the data between two systems [7].  

With the advent of commercially available depth cam-

eras, contemporary systems have been able to capture and 

display 3D scenes in real-time. UNC developed one such 

system using multiple Kinect cameras placed around a 

room [8]. Most recently, Google announced “Project Star-

line”, a massive and expensive system for 3D teleconfer-

encing [9]. Other similar attempts have been made to also 

provide physical presence in a remote space, such as the 

Telehuman [10]. While these systems clearly demonstrate 

the possibility of remote telepresence systems, they rely on 

significant setup, including multiple cameras spread 

throughout the room, expensive equipment, and significant 

technical experience. Our system implements similar meth-

ods with out-of-the box technology and a simple frame 

around the display for a more flexible and modular sys-

tem.  

  Most current depth cameras use a combination of point 

cloud data for depth representation and 2D video for tex-

ture information to achieve accurate 3D RGB video data. 

Many commercial systems are available for volumetric 

data capture, including the ZED stereo cameras, Kinect 

from Microsoft [11], and the RealSense cameras from Intel 

[12]. These cameras use some combination of infrared, 

RGB, and lidar data to generate 3D visual point clouds. We 

settled on the RealSense camera for our system, as dis-

cussed in the System Description section.  
To process volumetric data and register point clouds we 

turned to the Point Cloud Library [13]. PCL is a compre-

hensive C++ library for the intake and manipulation of 

point cloud data, and capable of interfacing with most cur-

rent commercial depth cameras.  

 

System Description 

 

 
Figure 1. A CGI rendering of the frame around a display. The fi-

nal system included four cameras.  
 

Hardware 
 

The physical implementation of our system consists of an 

eye-tracked stereo lenticular display from SeeFront 3D 

Technology with a simple frame built around the display to 

hold four Intel RealSense D415 volumetric capture cam-

eras and attached lighting. The frame and cameras can be 

seen in Figure 1. We decided to use RealSense D415s as 

they proved to be a good balance of form factor, cost, per-

formance, and accuracy; a good fit for our goals of accessi-

bility, especially when compared to other popular depth 

cameras such as the Kinect. Four cameras were used in the 

initial build of our system with configurations available for 

simpler setups using fewer volumetric cameras. Lights 

were added to provide even illumination of the scene and 

increase depth camera accuracy. The physical system itself 

was designed to eliminate the need for required wearables 

such as headsets or tracking modules. 

Capture Pipeline 
 

The capture pipeline begins with a non-real-time point 

cloud registration sequence to roughly align the RealSense 

cameras using an ICP algorithm [14]. A quick and rough 

initial alignment is all that is needed after the volumetric 

cameras are locked into the frame. The multitude of cam-

eras are used to overlay point clouds on top of each other 

to minimize typical occlusions on a human figure (i.e., be-

neath the chin or behind the arms) from lack of depth data. 

Point cloud data is culled so that depth data is constrained 

to the subject within the capture zone. In contrast, previous 



work focused on room-sized teleconferencing and required 

cameras distributed around the room. For a one-to-one use 

case like ours, the view is restricted to the movement typi-

cal of a face-to-face conversation and does not require an-

gles of view that extend past the frame. An example of the 

point cloud merge can be seen below in Figure 3. 
 

 

 
Figure 2. An example of the merged point clouds. On the left, the 

different colors each represent a view from one of the cameras. 
 

It’s worth noting that much of the research with 3D video 

capture and display uses the Microsoft Kinect rather than 

RealSense cameras. We found that images and point 

clouds were generally more accurate with a Kinect, but 

multiple cameras caused interference between infrared 

screens used for depth-mapping, and their bulky nature 

made mounting difficult. The accuracy of RealSense cam-

eras is more than sufficient to exhibit an accessible 3D tel-

econferencing setup, and has improved considerably since 

we acquired them for this project. 

 
Rendering and Display 
 

First, the RealSense cameras return RGB texture data and a 

grayscale depth map. Next, the point cloud is extracted 

from the depth map and colored with the RGB texture us-

ing RealSense software. The transformation matrix from 

the registration step is used to align the point clouds within 

virtual space. Eye-tracking data is received from the See-

Front display’s eye-tracker, which is used in an off-axis 

projection algorithm to present a head-tracked multiscopic 

view of the captured volume [15]. Eye tracking can also be 

performed on the RGB texture data with existing open-

source computer vision software such as OpenCV.  
 

Discussion and Future Work 
 

The system itself runs in real-time with a resolution of 

3840 x 2160 at 30 frames per second with all four cameras 

running. Point cloud registration can also be manually fine-

tuned to more closely align point clouds given errors dur-

ing ICP alignment. To save cost and avoid volumetric 

streaming issues, we worked with a single standalone sys-

tem, to explore both real-time properties (as a “Telemir-

ror”) and record/playback opportunities (as a “Telere-

corder”). This allowed us to focus on issues of immersion 

rather than bandwidth. 

Our results may be described as “noisy and inaccurate” 

yet “cinematic and authentic.” We wanted to minimize the 

cartoonishness of smoothed, highly interpolated avatars in 

favor of a “raw” look. We often used Star Wars’ Princess 

Leia hologram as exemplar: even though it was completely 

fictive and made for a sci-fi film, it consciously included 

vertical raster lines and noise spikes. This intentional rep-

resentation of noise and unfiltered data minimizes any “un-

canny valley” effect, and our test users appreciated this al-

ternative-to-avatar approach. 

Test users also recognized glasses-free 3D as a neces-

sary component. There is a certain magic, sitting in front of 

a 2D display, when the eye tracker locks on the users’ eyes 

and the image instantly becomes stereoscopic. It is a 

unique media experience. 

Given a single system, we could only explore multi-

scopic, “multi-view” perspective via pre-recording. For ex-

ample, a single volumetric frame can be grabbed which al-

lows a user to look around their own face, something im-

possible to do with a mirror. We find a multiscopic per-

spective is a key feature for maintaining immersion in fu-

ture TeleWindows. 

Future work may involve exploring the middle ground 

between a “low-tech” solution, our solution presented with 

the TeleWindow system, and high-end teleconferencing 

setups like Google’s Project Starline. General improve-

ments can be made to our system such as refinement and 

streamlining of the current capture and rendering pipeline. 

Since the initial development, new cameras have become 

available, and volumetric capture technology has already 

become more accurate with cleaner captures. Implementa-

tion of real-time deep learning based rendering helpers 

may also minimize occlusions and clean up depth data for 

better representations of human beings. But our exploration 

also has a twist. 

As summer 2020 approached, the COVID pandemic had 

engulfed the world. We were in our third year of 

TeleWindow exploration, with the bulk of our work taking 

place during the summer with recent Media Arts and Com-

puter Science graduates. Our flexible, “unsupervised” ap-

proach gave us a well-informed view of both the big pic-

ture of immersive teleconferencing and the in-the-trenches 

experience of what works, what doesn’t, challenges, and 

opportunities. We decided to spend summer 2020 applying 

what we learned to something focused and practical. 

We focused on how we could help college students as 

millions went online for the first time. Students were the 

perfect subject for our research because a) they were regu-

lar users of teleconferencing software and b) we could 

safely assume that nearly all of them had a laptop and 

smartphone. 



The result was a “cheap simple hack” of separating the 

speaker view from the presentation or seminar view by 

moving it to a smartphone above the laptop’s camera and 

screen [16]. It’s not where we expected to go. We began by 

considering predictable solutions like computational view 

interpolation, relighting, and more spatial sound. But once 

we tried our hack, it worked much better than we expected. 

We produced several hundred and freely distributed them 

around our campus. Other universities participated as well. 

We don’t think we would have discovered this solution 

without the “unfettered” “unsupervised” TeleWindow ex-

ploration behind us. 

We anticipate moving forward in both directions: con-

tinued exploration of the original TeleWindow and further 

development of “cheap hacks,” along with various versions 

in between. 
 

 
Figure 3. Our cheap simple hack for telepresence.  

 

Conclusion 
 

The system outlined here was designed as a jumping-off 

point to explore what was possible in the field of immer-

sive teleconferencing given increasingly accessible tools 

and technology for volumetric capture and display. The 

system and variations can be easily replicated. Our “simple 

hack” was one variation, an extreme scaled-down version. 

An immersive middle ground could contain a 2D, but still 

head-tracked multiscopic version, using a single clip-on 

volumetric camera. Our own exploration into telepresence 

demonstrated the feasibility of a widespread, low-cost im-

mersive teleconferencing experience.  
 As is often the case exploring emerging media, unantici-
pated results occur. While some are not so good (but always 
increase knowledge), others can be magical. We encourage 
further exploration of more such uncharted territories. 
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